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Abstract—This paper explores early analysis of the complex metrics which evaluate the design. The goal of early analysis
relationships between system architectures and the active and js to shorten the design cycle and thereby the time to market.
packaging materials from which they are implemented. The — Tpq foundations of our approach are found in the rich legacy

goals of this analysis are to enable the designer to specify cost f t deli di d soft We h d
effective technologies for a particular system and to uncover O system modeling paradigms and software. vve have drawn

resources which may be exploited to increase performance of suchOn models developed by others including [2], [6], [11], and

a system, early in the design process. We describe a prototype tool[23]. Software which has been developed to explore some
called IMPACT, which will predict cost, performance, power, and aspect of systems includes work at Stanford, Cornell, CMU,
reliability, and present several case studies demonstrating its use. IBM, and MCC [2], [3], [19], [20], [23].

Index Terms—Advanced packaging, early analysis, MCM, sys-  This research is most closely related to the work of Sand-
tem trade-offs. born et. al. in developing their multichip systems design
advisor (MSDA) tool. We have similar objectives in evalu-
ating “what if” scenarios to explore architectural alternatives.

) . .However, one important difference is in the level of abstraction
T HE RESOURCE requirements of current generation ingjowed/required by the respective approaches. Our intention

1 tegrated circuit technology are close to exceeding caRa-y explore the limits of high level abstraction in modeling
bilities of traditional packaging techniques. Critical packagingg nterpreting the interactions between architecture and
resources !ncllude_mput/output (1/0) pandmdth, off-chip Sl%ackaging technology. To this end, we specifically do not
nal transmission time, system footprint, and.mass. Multlch%pport or require lower level design information such as
modules (MCM's) utilize chip scale packaging (CSP) techyetajled netlists. Instead, we have striven to define the greatest
niques to eliminate the intermediate level package, enabliggyree of abstraction from which we can obtain meaningful
direct placement of dice on a substrate, which contains they,ts. An additional distinguishing feature of our approach is
interconnections to realize circuit connectivity. the use of model hierarchies. Depending on the completeness

Thls paper explores t.he interaction between the resouredSine specification provided by the system architect, our
provided by the packaging technology and the system arcljsgyare tool will choose a particular approach to modeling,
tecture. It has been reported that decisions made very earlylly, s pstrate area, or test generation costs. If more refined or
the design cycle have a significant impact on implementatiQd pjete information is later provided, it is incorporated into

and expenses incurred in the development of a product [2§le estimates. In this process the user is guided to required
We address the concept @farly analysiswhich allows a 4.4 optional parameters that may be specified.

designer to assess the effects of technology-based decisiongne remainder of this paper is organized as follows. In
on the cost, performance, reliability, and power metrics of 8action 11, we consider the effects of advanced packaging tech-
system. Early analysis is essential to provide designers wWiifogies on systems in general. In Section Ill, we detail the
the ability to very rapidly evaluate architectural altemaﬂveérganization of the IMPACT tool, and in Section IV we give
without actually implementing the system. The architectutg, oerview of the models implemented in IMPACT. Several

may be specified structurally at a very abstract level, angohitectural studies are presented in Section V, followed by
coupled with the desired technology to compute the varioy§.|usions in Section VI.

I. INTRODUCTION
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using MCM technology in the design of system architectures Lower off-chip delays incurred in MCM technology en-

are the following. courages the partitioning of large monolithic dice into smaller
ones. Smaller die sizes result in higher yields, and as a result
A. Performance decrease the cost of dice. This decrease in cost can be used to

Lo . . ... offset some of the costs incurred in the use of MCM packaging.

The e"”?'”‘?“of‘ of intermediate level packaging 'mpl'eﬁltimately we expect the MCM process to mature to a point
that the_chlp Is directly attached to .the MC.:M substrqte USiRGhere it is price-competitive with the PCB technology. At that
either wirebond or controlled collapsible chip connection (C4, ime, partitioning of the dice will reduce the cost of the system,

Modem archltegtures are limited b.y .Oﬁ'Ch'p de'aYS- Th ossibly without appreciably affecting the performance.
parasitics associated with an off-chip interconnect in a tra-

ditional package typically include the resistance, capacitance, ) I
and inductancge ofytphe V\%rebond used to attach the pdie to the System Yield and Reliability
package, and the resistance, capacitance, and inductance &ystem vyield is a function of the yield of the individual
the brazed pins of the through hole or surface mount packag@mponents. System yield for MCM's is the product of the
These parasitics are several times larger than those encount¥i@ldl of all the dice, substrate, and the bonding process. Thus,
in direct chip attach technologies. The C4 parasitics are &ysStem yield can be uneconomically low for complex MCM's,
order of magnitude less than those associated with througiless particular attention is paid to test coverage and deliv-
hole and surface mount packages [27]. This reduction @ied die yield for bare dice, mainly through KGD methods.
parasitics encountered by the signals going off-chip improvEdaracterizing and testing bare dice is a more expensive
the signal transmission speeds. Furthermore, the conductor$ipertaking than providing the equivalent quality levels for
the substrate behave like transmission lines resulting in fask@ckaged dice. However, if the problems of low system yield
signal transmission times than on-chip interconnects, furtHed" be overcome, the use of an MCM implementation may
contributing to the performance of MCM based systems. increase the reliability of the system. It has been reported

Incorporating the components of a printed circuit boardhat the reliability of C4 die attach mechanism is 0.5 ppm
onto an MCM substrate typically results in a reduction jWhich is six times more reliable than wirebond (3 ppm) [10].
footprint. This helps reduce the interconnect lengths betweEfnsequently, use of C4 type die attach will increase the
components, reducing the transmission time between thei@iability of a given system. Furthermore, elimination of the
Furthermore, for some MCM technologies the dielectric cofftermediate packaging removes reliability concerns related to
stant of the substrate is much smaller than that of FR4 or otiBgse components. However, this elimination leads to other
materials used in the printed circuit board technology, resultifoblems involving thermal [coefficient of thermal expansion
in faster signal propagation. As monolithic designs beconte TE)] mismatches between the silicon dice and the MCM
large, the on-chip aluminum interconnect delays become largéiPstrate. Epoxy encapsulants are often used along with C4
than off-chip interconnect delays on the substrate, providi§gnnections to minimize thermal mismatch problems.

further impetus to move to MCM implementations.
D. Power

B. Cost The lower parasitics of the C4 or wirebond connections,
s compared to brazed pins, result in smaller signal drivers

MCM packaging has been predominantly limited to higf h level of ; leadi |
performance applications, where cost is not the primary issig the same level of periormance, leading to lower power
onsumption. Concentration of components closer together

When MCM's are used in such “niche” applications, they arg . . .
PP y the MCM substrate may give rise to more challenging

not manufactured in high volume, and as a result are n | bl ¥ MCM-C sub

economically competitive with printed circuit board (PCBf erma.mﬁnagement prg ems. fO\r/]vever,h - sg strates

technology. The use of MCM'’s in automotive application re typically better conductors o egt than printed circuit
ards, and may compensate for the increased heat flow.

has proven that when manufactured in high volume, th
can indeed be cost-effective. Other factors adding to the _

cost of MCM's are testing of unpackaged (bare) dice fo- Ergonomics

ensure correct functionality, also known as the known goodAfter performance, the most significant drivers for MCM’s
die (KGD) issue, and signal redistribution on existing dicare low volume and mass. With the recent explosion in
designed for peripheral I/O to enable area array bondirmgprtable consumer electronics such as mobile telephones,
Most of these costs are related to the fact that MCMigersonal digital assistants, laptop computers, etc., the industry
are not widely used in applications, and as a result tl® constantly striving for smaller and lighter products. An
process and equipment involved in its manufacturing is nMCM package involves bare dice, discrete components, and
cost competitive with other more mature technologies. Activae substrate which houses the wiring required to connect all
research involving both industry and academia is focusing tme circuits to be placed on the package. As a result, the
the goal of making MCM technologies price competitive wittiMCM package can incorporate the functionality of a PCB
printed circuit board technology. Several low-cost processkyg replacing the board with the substrate, and by attaching
have been introduced and others are being proposed whighie dice and discrete components directly on the substrate,
may lead to a reduction of substrate costs by a factor of fivreducing the overall size and weight of the system. Due to the
and ten, respectively [12], [24], [26], [28]. elimination of the intermediate level packages, the effective
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logic die, and assign them to partitions, where each partition
represents a package entity, such as an MCM. The connectivity
between these functional blocks is represented via information

Technolos . . - ) .
o channels, which simply indicate the rate of information flow
Description L between the corresponding blocks. Information channels place
*+  Schematic constraints on the number and performance of I/Os within a
* VHDL die.

Once design partitions have been established, the cost and
performance metrics for the system can be calculated. Other
configurations of the system may be evaluated to achieve the
desired specifications. An iterative process may be used to
Low Cost *  Manageable Power identify the appropriate technology—MCM-L, C, or D, C4 or
High Speed *  Cost Effective wirebond, stacked die, etc.—to satisfy design specifications,
and optimize the design space. The trade-offs to be considered
include cost-effectiveness, performance, price/performance,

) _ ) ~ reliability, and thermal management.
usage of the MCM substrate increases, since a die typically

comprises of only 20% of the package area. This implies
that larger printed circuit boards can be reduced to small
MCM substrates, resulting in significant reduction in system The IMPACT tools consist of a hierarchy of models for cost,
footprints. size, and various other metrics related to the dice and MCM
substrates required for a user specified system. A global view
[ll. I MPACT METHODOLOGY of the models implemented in IMPACT is shown in Fig. 2.

The Packaging Research Center (PRC) is an NSF Spa'#_ese models range from architectural level to process level,
sored Engineering Research Center established at the Ged they are applied hierarchically so that parameters may

Institute of Technology. The center is multidisciplinar if’© Specified by the user at any level. For example, consider
gy P y n application-specific integrated circuit (ASIC). If the cost of

nature with the common goal of developing economicall die is Kk h b dil d H i
viable MCM technology for consumer applications. As pa edeis nown, these costs may be readily use - TOWEvVer, |
e cost is not known, lower level models of the die yield and

of this effort, we are developing the IMPACT modelin o . :
tools to help designers perform early analysis of the impa?bncatlm cost are.mvoked to compute an approxmatg value
of MCM packaging on system architectures. These tooh the die cos_t._'_l'hls methodol_ogy a"OV_VS for the maximum

ount of flexibility for the designers using IMPACT. In this

are based on a set of core models that capture technol " f ; ; t th del q
parameters for substrate, die, packaging, and assembly, gon, We present an overview ot some of these models, an
oW they are used in IMPACT.

system specifications and enable the assessment of cost
performance related metrics such as MCM footprints, die

yields, test costs, etc. A user specified architecture can feDie Models

evaluated based on cost, performance, reliability, and powerThe cost of a die is dependent on its size, the process used
metrics computed using IMPACT. At present the models theg fabricate the die, the size of the wafer, and probe and
are being used are from the published literature. In the futuggarametric tests conducted to validate it.

we will incorporate models from the Packaging ResearchThe size of a die can be determined by Donath’s model
Center's manufacturing process as they become available. Tigich is based on Rent's rule. Donath’s model relates the
models are fully interchangeable, so that designers may usgrage wire length in units of gate pitcR,,,, to the num-
technologies and processes of choice to evaluate their desigs. of gates,N,, on the die and the parallelism factay,

The core set of models include cost models for die, substragerresponding to the architecture on the die [2]

assembly, and test. Models for on-chip and off-chip intercon- } }

nects provide signal transmission delay estimates. Reliability 2 <7N§,’_0'°) -1 1- Nép_l*’))

Trade-off Analysis

Fig. 1. Organization of IMPACT tools.

IV. IMPACT MODELS

and power dissipation models are under development. ™m T g
Fig. 1 shows the organization of the IMPACT tools. The
design may be entered as list of dice, a schematic, or as -
a description in the VHSIC Hardware Description Language 1-— Ng(p_l)’
(VHDL). In either case a structural description of the design
is extracted to perform the analysis. It should be noted th
the design is specified at a very abstract level in terms of foRonpo
computational units, memory units, and information channels. dg = >
Each of these components have attributes associated with them
to describe their physical features and functional specificatiomghere f, is the average fanout of a gatg,, is the wiring
Currently the designer is expected to provide the total numhgtch, ¢,, is the wiring efficiency, anch,, is the number of
of functional units in the system, identify them as memory aviring layers.

= 4p—05) _1 1 _ 4(—15)

1 — 4@-1)
O<p<l. Q)

e gate dimension and chip size can then be calculated as

and 1« = /Nyd,, respectively  (2)

w W
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Fig. 2. Model flow in IMPACT tools.

Rent’s rule relates the number of I/0Os on a die to the numberThere are several types of testing which may be conducted

of gates [2] to verify the functionality and reliability of the dice. These are
Noj — probe tests, parametric tests, and bare die test. Each test phase
170 = ANg- ) results in removal of dice from the yielded
yielded set, consequently

It is an empirical rule parameterized for four different types afdding to the cost of a die. The testing models are addressed
systems, each corresponding to different values#andy. in Section IV-C.
They are (1.9, 0.5), (3.2, 0.434), (0.82, 0.45), and (7.0, 0.21)
for complementary metal-oxide-semiconductor (CMOS) gai Substrate Models
arrays, multiple integrated circuit (IC) designs, microproces- |, his section, we present the models related to the size

sors, and functionally complete chips, respectively. and cost of MCM substrates [23]. The size of an MCM
_Once the size of the chip;, is determined the number of g pstrate depends on several parameters ranging from the type
dice fabricated from a wafer of diametdp, is given by of technology being used (L,C,D) to the number of dice on
nD? wD the MCM, and even the thermal conductivity of the substrate.
Ne = 422 \fopz 4. ) Their are several wiring limited models available to determine
the size of the MCM substrate for a specific design. However,
the size of the substrate may not be necessarily be constrained
Ot% the wireability. Other factors constraining the size of the
MCM substrate are the number of I/Os on the MCM, number
of vias in the substrate, number of dice on the MCM, and
§2¢—(Amems/2)  thermal dissipation of the substrate. All of these constraints
(5) present a complex interrelationship which must be resolved
by simply evaluating each of the models and then determining
where § is the defect density of the wafer, anti.z. and the constraining factor.
Amem are die area dedicated to logic and memory circuitry The interconnect capacity,., is given as
respectively. The number of good dice yielded from a wafer

The chip yield, which is dependent on the type of circuitry o
the chip is computed as the product of the logic and mem
die yields which in turn are computed as

—Alogich
Yiogic = s )

—Amem6 —Amem6 2
Y;nem =c + A111811166 + A

mem

Ty 14T,
is given by I. = o and I, = o Towss (8)
Ny = NeYiogicYmem. (6) whereT, is the tracks per channel apg is the via pitch, for

The number of fabricated dice and yield models can be fouggsigns without and with vias respectively. The interconnect
in [11]. capacity is essentially a measure of the available resources for
The die cost can then be computed by simply computir?gSpec'ﬁC size substrate.

the ratio of the wafer processing cost for the die process andl '€'€ are three wireability based models used for deter-
the number of yielded die mining the size of the MCM substrate. These are Seraphim’s

model, Bakoglu’s model, which is an extension of Donath’s
Cwater + Cproc. (7) model, and finally Hannemann's model which has been shown

Pre-testing Die Cost .
Ny to be closely correlated with Bakoglu’s model.
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Seraphim’s model is an extremely simple model whiclength and width of the individual dice, and represents the
assumes that the chips are placed on the MCM substrate witmimum spacing required between chip placement sites.
a chip pitch, £, average connection length of5F,,, and an  Finally, the thermal properties of the substrate also place a

average fanout of 1.5. The substrate area is given by constraint on the substrate size. A substrate must be capable
2.25 Newip Fp N1/ of dissipating the heat generated by the dice assembled on it.
Agup = e 1 (9) The substrate area as constrained by thermal properties can be
wee determined using
While Seraphim’s model is simple, the assumptions limit its N
application. Pavin g
Bakoglu’s model enables the computation of the average Aoy = == and - Py = Z b (16)

Pp 2

length of an interconnect on the MCM substrate in units of
chip pitch where Py, is the sum of the power of all dice on the MCM,

SN@=09) _ | _ N®-19) andp, is th_e power dgnsity supported by the substrate._ _
2( chip chip ) As mentioned previously, these models place conflicting

T\ 403 — 1 1 — 4(-1) constraints on the substrate size. IMPACT evaluates all the
1— 41 constraints due to these models, and the most limiting con-
X ——, O<p<l. (10) straint is selected.
1— N(Pfl)
chip
The MCM substrate area is determined by the product &f Test Models
the number of dice and the square of the chip footpdit, Testing is an important factor at all levels of design hi-
£, Nopern Rom erarchy ranging from the die to the MCM. Die testing can

Fy, = ;A = NenipF (11) be performed at several different stages in the design cycle.

(fc + 1) Nchipew-[c . .
Parametric and probe testing are generally performed on the
where f. is the average fanout of the chip, aig,.., is the dice by the foundry before they are diced and packaged. As a

total number of chip 1/Os and 1/Os to/from the MCM. result the dice failing the tests add to the cost of the fabricated
Hannemann’s model of the substrate is given by dice yielded from the wafer. In addition, a burn-in cycle can
2 be used to force early life failures to become apparent. These
Asu = | ¢ bNwmem p— o fe B (12) failures are then identified by a subsequent test, thus increasing
N/ Newip | L7 (fe4+1) ew the die quality but also increasing the cost per die.

whereb is the feature size parameter, ang the correlation In the cases of bare die, either the manufacturer or the
P ' designer must ensure that the bare die are known good. This

between the Bakoglu and Hannemann models. For a COME- oss is well known in the industry as the KGD problem,

. . [
Zt)g)rr; )I;’;rl;:g:irogfti.% ;Egglﬂinrrfgglzr?o:n?ndoe(;Uﬁ)ergv‘l’f’jifs ioggi% perform testing of bare dice, there are several strategies in
dice and an average net fanout of 1.5-2 se. Reus'abile carrler—pased' techniques require placement of
oo T the bare die into a carrier which uses a small amount of force
The MCM substrate may be limited by the number of I/OI.SO create a temporary contact with the bond pads on the chip
going off the module. The constraints for peripheral and arQa . test vectors may then be applied to perform functional.
VO are testing. An alternate method for KGD testing involves making
wire-bond or ball-bond contacts from the chip to a test carrier.
Upon completion of the testing the wire-bonds can be shaved
off with a laser, or alternatively the ball-bonds may be removed
by reflowing the solder balls. While the temporary contact
approach may require the dice to be repositioned to ensure
good contact, it is gentler on the dice under test. Also the
Aus = Nyia LA . (14) carrier lifetimes for the soft contact methods may be longer
P eupu rmnsable than those requiring hard contact. Reusable temporary carriers
can also be used for the burn-in stage, although the maximum
is the via density, andiyeane iS the area that may not benumber of uses is_ negatively affected by elevated temperatures
used for vias. and thermal cycling.

The MCM substrate may often be limited by the area of MCM testing involvesf testing _of the interconnects on the
the dice on the MCM. The substrate area required¥og;, substr_ate, and _the functional te§t|ng qf the assembled module.
dice is given by Fun_cthn_al testing of the MCM is equwalent_ to the testing of
the individual IC’s on the MCM, and the testing of the overall
functionality of the module. As far as testing is concerned,

Aot = D (Li + 2Lbond + 8)(Wi +2Luona +5)  (15) testing the module is approximately equivalent to testing a

i complex chip, with the associated problems of ensuring good
for dice attached using wire bonding. For flip-chip bondinggbservability and controllability. It is essential therefore to use
the length of the bondL,..q, is 0. L and W represent the design for testability methods to ensure the module is testable.

N, 2
Asup = << ZO + 2>ppb> and A, = Nyopz,  (13)

respectively, where,,; is the peripheral pad pitch ang, is
the area array pad pitch.
Via limited footprint is given by

where N, is the number of viasg, is the via efficiencyyp.,,

Nehip
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This is accomplished typically via boundary scan or BIST
methods to ensure good observability and controllability. The
importance of these methods cannot be underestimated, given
the relatively low system yield expected for complex modules @fg@‘
unless KGD methods can guarantee a very high fault cove®
(99% or more).

Dislis et al. [8] have created a complex cost and quality
model to evaluate the cost effectiveness of MCM test strate-
gies, incorporating KGD methods, burn in, sample testing at olect cover @ o
the die level, module test with and without the use of boundary %, & % \\@iﬁ’
scan, and varying rework scenarios. These models are very ‘% weak  #ofdie & %, \évL?t?-l;()op. #ofdie &Q
detailed as they track both cost and quality throughout the 5 Subpop. N ¥
process and incorporate a large number of primary parameters
related to test economics, and several analytical expressions Probe Test Stage KGD Test Stage
(secondary parameters) to assess the effect of test methods on (@) (b)
the cost of die population yielded from a wafer. A subset
of these models has been used in IMPACT, and the test
methodology invoked is presented in Fig. 3. The methodology
incorporates a probe test stage, a KGD stage (using reusable
temporary carriers) which can incorporate an optional burn-
in stage, and a module test stage (assuming boundary scan),
again with an optional burn-in test stage. A burn-in stage
by itself is not meaningful unless followed by a test stage.
The costs accounted for at each stage include non-recurring

KGD Burn-in
carrier ¢cost and NRE
carrier lifetime
burn-in costs

Die Level %, prob. of exposed weaks

weak sub-population &

N 4

KGD (functional
carrier cost and NRE
carrier lifetime
test generation costs
test gp lication costs

Probe Test Stage
probe card NRE

probe card cost
test generation costs
test application costs
defect cover

Module Burn-in

socket NRE
socket lifetime
burn-in costs
_exposed weaks
die, bonds, substrate

Module Test

fixture cost
diagnosis costs
test géneration costs
test application costs
defect cover

engineering (NRE) costs, test generation and application costs, 4 S

] . L 5y, \L \ L
and equipment costs. Each test stage takes in as its input the 84S , D

. . . . A defectives 3@

current defect level, a weak die population set (which will %7 (dlg,lgorgdj \o\(b@
be depleted by burn-in if applied) and the cumulative cost substrate
(from_ previous sta_lges)._ The qutput of the test stage is a newly MCM Test Model
classified population with a different (better) defect level, and
higher cumulative cost. An iterative process can be utilized to ©

continually burn-in and test the dice until an acceptable defédt. 3. Test methodology for Probe, KDG, and MCM testing.
level has been reached.

In order to illustrate the test modeling philosophy, generifequential depth of the TU, angkp gs is an exponential
tes't gengration, and test application models will be describ?&ctor linking the automatic TPG time to the gate count,
which will then be related to the test stages. The geneficies The automatic test pattern generator is only run until it
models are modified to take account of varying limitationgecomes impractical to continue, and vectors for the remaining
inherent in each test stage. faults, if any, are generated manually.

Test pattern generation (TPG) modelinghe TPG model e fault cover achieved by the automatic TPG is calculated
used here is based on a set of TPG cost models developgd

for ASIC’s [7], and is based on the observation that the ‘

effort required to reach a fault cover of between 80% to 90% feach =[1 — 2.72(746xsdlim/avs)]

is relatively limited and can be modeled by an exponential x [1— 2_72(—4~6xmim/gates)] (18)
curve; after that, harder faults remain, making test generation

expensive and slow, modeled by a linear region. In practicihere sdlim and glim are the typical sequential depth and
terms, the exponential (cheap) region relates to automatic tdafe count, respectively, for which the fault cover of the
pattern generation (ATPG), while the linear (expensive) regigitomatically generated test patterns remains under 99%.
can be seen to relate to manual test pattern generation (MTPG) he manual test pattern generation cost is related to the
The breakpoint where MTPG has to be used relates to fidmber of remaining faults. The MTPG stage is only invoked
complexity of the circuit, in terms of gates and sequentialityf, the achievable fault cover is below the required target.
The evaluation of automatic TPG data measured for scan bad@§ number of remaining faults is simply a function of the
circuits showed that there is no significant correlation betwe&gtimated total number of faults and the fault cover already
the CPU time and circuit characteristics other than the gdtghieved. The time taken for MTPG is proportional to the

count. The ATPG cost itself is a power of the gate count afgMaining number of faults (with an empirical proportionality
the sequential depth of the circuit factor of the average time to generate a vector per fault),

and the cost is the time taken multiplied by the appropriate
(17) engineering cost rate. Algorithmic TPG, used for memory,
wherektgs is a linear normalization factosy_s is the average incurs negligible cost. In this model, memory, even if part

exptgs

atg cost = ktgs[gates x (av_s + 1)]
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of a particular die or testable unit, is treated as a testable uni
in its own right, as it does not add to TPG cost.

Test application modelingThe test application costs for
different test stages use broadly the same modeling approacfk weak population
Test costs are related to the number of test vectors, which ar¢ defect free and reliable pop
calculated from the TPG model, on the following basis: each
pattern generated by automatic TPG will detect at least one, bLW
typically more than one, fault (the number of test vectors per
fault is a primary parameter). Each of the faults not detected by
automatic TPG will require one test vector to detect. (note tha
the number of vector per faults for manual TPG can easily bg
altered to reflect different circuit complexities). The number of
test vectors required to test any memory on the chip is added to (@) (b)
give the final test vector number. Test application costs relatg. 4. Modeling weak and defective populations.
to the use of the ATE. One element is the test time ar

also including the setup time,setup, and related tadpats, . . L . .
( g P ub pars ﬁge involved, which is an obvious bottleneck in the test flow.

the number of vectors), but the other is related to the A b . : K units to b defecti
memory and the number of times it has to be reloaded. ATE'® burn-in process forces weak units to become defective

charges often incorporate an extra cost for large test vecfbld therefore detectable by functional test. The modeling

sets, over and above the actual test time. The test time rsumr_nanzed in Fig. 4. Note that the_ q_efectlve and weak
opulations are not to scale. There are initially four groups of

defective population
weak and defective pop.

#

NN\
N

TU is given b ; . .
g y units: fault free and reliable, defective (but not weak), weak
tost A TU = tpats _ -t t_sctup. (19) (but not defectivg and therefore not detectaple by functional
AT Espeed x 10 test), and defective and weak at the same time. After burn-

This test time has to be multiplied by the number of TU’E”" mos_t of th? weak units will have joir)ed thg defgctive
under consideration to give the total test timest_¢t. The test population, which then forms the population .Wh'Ch will be
time in hours multiplied by the ATE cost rate is the test timQGpIeted by the tesF stag(_a. Th? model governing the exp.ected

number of weak units which will be forced to fail, and which

related ATE cost. The ATE memory related cost per TU d e
is related to temperature and burn-in time is taken from [1] and

iven b
g y [17], but alternate models can be used, more closely related to
tpats experimental data and varying burn-in methods.
_ 2 ) . .
ROUNDDOWN<1024 x memdim . 0C¢ 68 t) (20) KGD test: KGD test involves test generation to a high fault

h lim is the ATE pi in KB) and ’ cover (using the generic model outlined above), as well as test
wherémem-tim 1S the pin memory (in kB) andcccost o jication of the test vectors. Added to these generic costs is

IS Iche recutr_rlng tSSt VSCt?r (t:__?ﬁt pem?l‘fhm Eattergs. the cost of the reusable carriers, related to the purchase cost,
_rarametric and probe tesLIne cost of probe and paramely, o, mper of uses possible, and the required throughput. The
ric testing, Cyp,, is a function of the probe test vector setu

i ot NRE. fixt ts firt it licati Rumber of uses possible will be lower if the dice are subjected
COSt, p-vect- » fixture costs,fizt.c, pattern application . )\ in The extra test related costs increase the cost per
cost, p_app_cost, parametric test costparam-c, and the

) : die, which is further increased by the fact that the defective
manufacturing volume. The test pattern generation model

invoked. but It | d that test patt i el population is depleted.
INvoked, but It 1S assume at test pattern generation €tlory, =y test models: The MCM test model involves the test
is reusable. The equipment cost relates to the cost of t

o - gﬁhe dice, the substrate and the interconnect. If boundary scan
probe_ Cards’ and _th_e test application process 1S In praCttﬁ?EE 1149.1) is used, the modeling is straightforward: test
time I|m|teq, as this is a slow test apphcgtlon Process. As\i’aectors can be reused from the KGD process, so only one set
result, a high fau_lt cover may not be achievable. of TPG costs needs to be invoked. The total number of vectors

running Costs. The handling co;ts are related to th_e tlmg st8an test (if there is software support, there is little additional
load the burn-in boards. For die, it includes the inserti

. o . ; : st generation effort involved). Modeling of burn-in is the
time of die into temporary carriers, and an iteration fact

is included as several insertions may be required. The num ane as for die.
of carriers required is throughput related, and both recurrin
and nonrecurring costs are taken into account. The numbe,q%flnterconnect Models

burn-in boards is also throughput related, as enough boardsslobal interconnects within a modern electronic system ex-
are required to achieve the required throughput. Throughpstt at two levels: within a single chipngrachip interconnects)
was included in the burn-in modeling due to the length @nd within the packaging medium connecting multiple chips
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as a distributed RC line. Although the intrachip signal path

] L%s”snlgss R Pad avoids the package parasitics in the interchip delay model, the
' bond bond  Buffer signaling delay is quadratic in the interconnect length implying
A Roong CT 1 Lpong = B that intrachip delays can actually exceed interchip delays for
% bond Coond ll_%eqewer long lines.
ogic
Source  Scaled Inter-chip Delay Model Block

Logic Driver V. CASE STUDIES

Block
Cascade In this section, we illustrate the application of IMPACT to

three different systems, each representing a distinct analysis.
The first study evaluates the memory hierarchy in modern
1 reduced instruction set computers (RISC) microprocessors in
Intra-chip Delay Model light of the newly available packaging options. The second
, _ , _ o experiment considers the problem of partitioning the number
Fig. 5. 50% Delay models for interchip and intrachip interconnects. of processors in a parallel computer system into several die
configurations. Finally, the last case study applies the IMPACT
(interchip interconnects). Our analysis of pulse propagatioggls to an asynchronous transfer mode (ATM) switch to
in both types of interconnect follows that in [2]. Interchigyerform a feasibility study of several architectural alternatives.
interconnects on a typical MCM substrate are characterized
by low-loss dielectrics and by conductors with low resistivity case Study I: Processor-Memory Hierarchy

(e.g., copper) and large cross section, making losses due tg

line resistance and shunt conductance negligible in the dela)}_hhe m;amory h|er;:chy IS a critical compo\?\/ehqlt of modern
model. This allows interchip interconnects to be modeléﬂg performance ,SC MICTOProCcesSors. 1Nie processor
%lgck speed has continued to increase dramatically, memory

as lossless, ideal transmission lines. For global interconne .
peeds have grown at a much slower pace. This has resulted

within a chip, the line resistance cannot be ignored when$ imbal in th q d hich
is comparable to or larger than the resistance of the devife@" IMmbalance in the memory and processor speeds, whic

driving the line. The resistance of global on-chip lines becom&gduIles muIt|pIe.IeveIs fOf cgche n;}emone; to enablde tk;}e
significant as feature size is scaled down and die size is scafegc®SSO" to continue to function at the maximum speed. The
up. Because the resistance of an on-chip interconnect usudige difference between intrachip and interchip delays, and
dominates its inductance, it can be modeled as a distribufd hl|m||ted r;]umber of I/(gsl avalla(tj)_le n n;odgrn packa?mhg

resistance capacitance (RC) line. The time required for tffgehnology has promoted larger dice and migration of the

output of the line to attain 50% of the input voltage step igache hierarchy onto the die. For example, the 300 MHz

given by 0.4ricinl?, Where iy, and ey, are the resistance _21 164 Alpha processor [9] has 8 KB level 1 (L1) data and

and capacitance per unit length ahis the total interconnect instruction .cacht.aar?d a 96 KB Ieve_l 2 (L2) cache on chip.
length. The resulting die is 18 minand is manufactured in 0.5

To compare the costs of interchip and intrachip commur@MOS technology. As die sizes increase, yields drop, costs
cation, we utilize the delay models cited above and shown fi5e and the high resistivity of the aluminum interconnect

Distributed
RC line
9 VY

ity : . o
Fig. 5 in the context of practical driver-receiver circuits. |FUSES |n|trach|p deIay; tohbecome significant. ) he i
each circuit, a minimum-sized CMOS inverter within a source Several recent studies have begun to examine the impact

logic block produces a signal that must be transmitted to®4 the MCM technology on the memory hierarchy [6], [11],
receiver logic block via an interconnect. The output of thEg2l- Consider the options that would become available with a
source is amplified by a cascade of optimally-sized driver@'9€ number of I/Os and dramatically reduced cost of MCM
In the interchip delay model, the source and receiver are mnufagtunng. With off-chip delays no.Ionger dominant, Ch'P
separate chips. The interconnect between the chips is monQHnda”es may be re-drawr).to provide bet'ter tradejoffs n
as a lossless transmission line with a specified time-of-fligﬁiJSt and perforr_na_nce. Specifically, we consider moving the
delay and characteristic impedance. At each end of the lire cache off-chip in the above example of the DEC Alpha
lumped resistance, inductance, capacitance (RLC) elemdnf@cessor, which results in the following trade-offs.

are used to model the parasitics associated with connections

between the chip and the next level in the packaging hierarch}fvantages

Assuming the die is attached directly to the chip carrier, the 1) This partitioning will result in smaller die for the pro-
chip-to-package connection could represent either a wire-bond cessor (logic) which leads to higher yields and hence
or a solder bump bond. The transistors driving the output lower cost.

pad are sized so that their driving resistance matches th€) An SRAM process may be used for the L2 cache rather
characteristic impedance of the transmission line. Driving an  than a logic process, leading to a denser, faster design.
off-chip interconnect in this way decouples rise/fall times at 3) The reduced processor die cost may enable a larger
the driven end from the total capacitance of the line and L2 cache, which improves performance via a higher
allows signal propagation to occur at the speed of light. In  cache hit rate. This improvement may compensate for
the intrachip model, the source and receiver are on the same any nominal increase in L2 access times due to off-chip
chip and are connected by a global interconnect modeled delays.
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4) Several smaller die versus one large die produces a dila-

o Y Defect Density = 0.9 / cm?
tion in the distribution of the thermal energy generated 1500 . . J .

by the devices. 1400

1300

1200

Disadvantages 1 888
1) The size of the MCM substrate increases as a function__ 9go
of the die footprint, increasing the substrate cost. ? 800

2) The increased number of I/Os due to partitioning at the§ 700
L1/L2 interface will add to the die testing costs. ggg
3) The increased number of I/Os may also increase the

- 400
MCM substrate testing costs. 300

These are examples of the types of architectural trade-offs 200
that can be explored with modern MCM packaging technology. 100
Our goal is to be able to perform such trade-offs during 0

Alpha Alpha R10K PPC604 PPC620
conceptual design. This study specifically focuses on the trade- 21164 (EHE;‘) Ly (L1)

L2
offs between on-chip versus off-chip L1 and/or L2 caches. The (t2)

cache performance numbers used in the following analysis are
published figures [18].

MicroProcessors

(@

Cost and interconnect analyzes were performed for the Al- Defect Density = 0.9 / cm?2
pha 21164, MIPS R10K, PowerPC 604, and the PowerPC 620. 10* . .
In each case, the system was re-partitioned along the processor +—+SCM
to memory hierarchy interface. For the MIPS and PowerPCo *—*MCM
implementations, this involved moving the L1 caches off-chip. )

ns

For the Alpha 21164, two alternatives were examined: movingS 103 |
only the L2 cache off-chip, and moving both the L1 and L2 °
caches off-chip.
The cost analysis was based on a defect density of 0°9/cm 5
The cost comparison takes into account the cost of testing ana; 102}
packaging the single chip module (SCM), and the costs off 5
the substrate, and test and assembly for the MCM. It should3
be noted that partitioning at the cache boundary results inc
an increase in the number of I/Os required in the logic and

nstructi

/

10

memory portion of the microprocessor. As a result the die used 1 10 100 1600
on the MCM are assumed to be area bonded. The comparison L1 Cache Sizes (KBytes)
of costs for the microprocessors when packaged as an MCM (b)

instead of SCM is shown in Fig. G(a)' We note that there ,:Slg. 6. (a) Comparison of SCM and MCM costs for modern microprocessors

a cost advantage resulting from the re-partitioning in all the,q () comparison of SCM and MCM price/performance.
processors except the PPC604. This is because most of the

savings are derived from the area reduction in the logic die S o ) _
when the L1 cache is moved off the processor die. The argignificant with significant reduction in the yields leading to

of the L1 cache in PPC604 is relatively small, hence reducir'iq:reasmg cost. We observe that the crossover point occurs
the benefits obtained. when the cache size is approximately 20 KB. Most modern

A cost/performance analysis using an Alpha 21164 as tﬁgcroprocgssors use L.l caches of size 32 KB, which favors
base case and varying L1 cache sizes was also perfornid§ MCM implementation. _ _
Since memory traces for these relatively recent processorsiNce on-chip delay increases more rapidly than off-chip
were unavailable, we used results from Jouppi et al. [18] wheiglay with longer interconnects, a monolithic solution does
the effect of varying cache sizes is presented in terms of the it @lways represent the best cost-performance trade-off. To
pact on the average time per instruction (TPI), the average tifigStrate this point, analytical approximations of intrachip and
to execute an instruction for the SPEC benchmark traces. THErchip 50% delays from point A to point B (Fig. 5) are
cost for the SCM and MCM implementations were determindfotted in Fig. 7 as a function of interconnect length. The delay
using the models in Section IV. The cost/performance resufiguations are derived from expressions given in [2]
are shown in Fig.. 6(b): As expected, we see that for moderate tintra(l) = tariver + 047 Cinel® + 0.7t Croyl  (21)
to large cache sizes it is advantageous to use MCM'’s. For I
smaller cache sizes the increase in the area of the processor die  tiner(!) = tdriver + 1-47minCmin + —V&r- (22)
is not large enough to offset the costs of an increased number Co
of 1/0s, and the cost of a larger substrate. As cache sizedn (21) and (22),r,x and ¢, are the resistance and
increases, the area increase in the microprocessor die becooagmcitance of the distributed RC line per unit lengfh,,
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3.0 T T T T T T pp— p—
25F  T—TlInter-chip Interconnect
*—*Intra-chip Interconnect
, EREEEEER
PPC604 i EEESEEEER
_, 20r R10K 1 BEEE
2 Alpha21164
> PPC62
g 157 W PPC620 4 PEs/die 16 PEs/die 64 PEs/die
(]
© (@ (b) (©)
® 107 Fig. 8. Various die partitionings for a single MCM 256-node system.
| L .
0.5F 256 PE Mesh Connected Architecture
3 | 1000.0 . ; ,
L MCM-D (MMS D-500 ]
0.0 ‘ , . . . . 9000 CM-C (IBM MLC) )
05 10 15 20 25 30 35 40 8000k CM-L (IBM MicroLaminate)
Interconnect Length [cm] 7000 b MCM-D Sub. Area (cm?) ]
Fig. 7. Comparison of intrachip and interchip interconnect delays. 2 6000 | 1
= .
is the input capacitance of the receiver circutt,;, and S s000¢F ]
cmin are the driver resistance and gate capacitance of § 4000 b ]
minimume-size invertert.v.. IS the delay through the driver & '
cascade (approximately 0.3 ns for both model), arsl the 3000 F ]
interconnect length. The curves in Fig. 7 were generated using 2000 | ]
device parameters from a OiBn 3.3 V process. On-chip 1000 F ]
interconnects have a height of;dn and a width of 2um, 00 8.03 6.02 ‘
yielding ar;,,; value of 140€2/cm. Given the effects of fringing ' 4 16 64
fields, a limiting value fore;,, of 2 pf/lcm is used [2]. System Partitioning (PEs/die)

As Fig. 7 shows, the break-even interconnect length IIZTQ‘ 9. MCM-D, C, L costs for various system partitionings
approximately 1.25 cm, i.e. signal paths longer than 1.25 cni T y P 9s:
should be routed via the MCM substrate. However, on-chgjx

. . - i . plore the cost impact of using various MCM fabrication
interconnects in a monolithic system will typically be Shortetréchnolo ies and various semiconductor technologies. Eiq. 8
than off-chip interconnects in a partitioned, MCM-based sy gies, gies. Hg.

tem with identical functionality. In Fig. 7, the cluster on thjfustrates the three configurations which are considered. At
’ - one extreme we have 4 PEs/die which provides high yield due

left indicates the signal path lengths for the monolithic imple=- i .
mentation of four commercial microprocessors. The cluster 6?1 smaller die area, but aIsp restricts the number of 1/Os, and
ce a large number of dice need to be assembled onto the

the right indicates the corresponding interchip lengths whéHZ:M h I liabil be ad v aff d
the caches are moved off-chip in the MCM solution. For th'gI » the overall system reliability may be adversely affected.

Alpha21164, the interconnect between the L1 and L2 cacH%tsthe other extreme, fabricating 64 PE’s on a die increases

is the worst-case length. For the other systems, the worgl? die size rather drastically which in turn increases the MCM

case interconnect length is between the fetch unit and the ilibStrate area as well. As a result the system cost for either of

cache. Fig. 7 shows that the worst-case delays are compardBf$€ Cases is quite large. An economically superior strategy
for the PPC604, R10K, and PPC620 systems. The delay H5€S 16 PEs/die which yields better system cost than the other
the partitioned Alpha system is significant lower than the de%yo partitionings. These results are graphically illustrated in
for the monolithic Alpha implementation. As future processofs'9: 9- o
become increasingly complex and larger, and MCM’s becomeFig- 10 shows the cost of the same system taking into

effective. that in the years 1995-1998, when the integration levels are

_ . relatively moderate, the strategy using 16 PEs/die is economi-
B. Case Study II: SIMPil—A SIMD Pixel Array Processor  cally better than the other two. But as the levels of integration

SIMPil is a single instruction stream, multiple data streafnprove over the years, i.e., as the defect density decreases,
(SIMD) array processor designed to be used for embeddée effect of die area on the yield and hence cost of the die
image processing and computer vision applications [4], [5k minimized, and as a result systems with a higher degree of
The architecture is scalable to several thousand processiniggration become economical once again.
elements (PE’s) interconnected in a two-dimensional (2-D) This cost analysis we have performed does not take into
array topology. This analysis answers the question, whexecount the NRE costs associated with the design and fabri-
should the die boundaries be placed for a single MCM desigration process. The system cost is the sum of the cost of bare
This is a trade-off between the number of 1/0s and the chifice, calculated based on die yield models and number of dice
size, and the MCM cost is used for evaluation. We aldabricated on a wafer; cost of the substrate, cost of C4 die
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NTRS Projection (1995-2007)
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64 PEs/die
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[0

Fig. 10. MCM-D cost for various system partitionings, assuming fixed size

die.

attach, and cost of testing dice and substrate. The substrﬁ\ﬁ:

[10]

area calculations were obtained from the maximum of the
surface area required to accommodate the dice, and Wireabili%

analysis using Bakoglu’s extension of the Donath’s model [

All die process related parameters were obtained from [25],
and the MCM process related parameters were obtained frofl
the available commercial process specifications. The models

and parameters used to analyze the design can be found in

Section IV and in [15].

VI. CONCLUSION

[14]

The goal of this work is an understanding of the impadtd]
of MCM packaging technology on system design. Our case

studies suggest that MCM technology can be exploited

Lo5]

realize a new class of cost effective system designs. We have
developed a suite of tools called IMPACT to help designef%]

assess the effects of packaging on system architecture and

design. The goal of IMPACT is to provide decision suppof®él
for designers very early in the design cycle. Having the ability

to predict the effects of packaging on system design early [ire]
the cycle can help shorten design cycles leading to higher
profitability. Early decision support mechanisms also promotgy,
cost-effective use of packaging technologies, and provides

the designers with a venue to evaluate alternate architecturt@y.

As packaging technologies advance, the traditional limitatioqs)
such as limited 1/0 pads and slower off-chip bandwidth, etc.

are no longer applicable. As a result, traditional architecturgl,

styles may be altered to realize more cost-effective designs

which provide better or comparable performance.

[24]

As MCM technologies advance and mature, they will be-
come an increasingly viable option for a wide range qps)
applications. Our objective is to facilitate this process with

early analysis tools that can reliably predict the impact
packaging options on system level metrics.
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